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Abstract

This study analyses the effectiveness of targetdadiqgpsupport for R&D
investment. In particular, we test whether the gjgegolicy design aiming at
incentivizing (international) collaboration and R&BD small and medium-
sized firms achieves the desired objectives on tim well as output
additionality. Our results show that the targetefiDRsubsidies accelerate
R&D spending in the private sector, and espectdlyn the targeted groups.
Further, we differentiate between privately finashcR&D and subsidy-
induced R&D investment to evaluate their respecétffects on innovation
performance. The results confirm that the induc&DRs productive as it
translates into marketable product innovations. [&/bioth types of R&D
investments trigger significant output effects, ¥wed that the effect of
subsidy-induced R&D investment is higher for firntkat collaborate
internationally as well as for SMEs.
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1. INTRODUCTION

It is today widely acknowledged that innovation stitutes one of the most important drivers
of economic growth and competitiveness (see e.pwsd 957; Griliches, 1979, 1992; Hall,
1996). Private sector firms’ investment in R&D mag crucial role in this process not only
for the discovery of new technologies, but alsotlf@ir diffusion.

Market failures that impede firms from investing tbocially optimal amount in R&D are
therefore the grounds on which government progreorstimulate investment in R&D are
generally justified. Indeed, while the social reto innovation can be substantial, it is not
evident that at the project level the private nesuto innovation investment are always
positive. Given that firms cannot appropriate aflurns from R&D, but have to bear the
entire costs (Nelson, 1959; Arrow, 1962), the gevavel of R&D-investment is lower than
socially desirable (Bloom at al., 2010). Moreovencertainty about the potential returns to
R&D as well as information asymmetries betweenfitme and potential outside lenders and
investors affect financing conditions for innovatiprojects. As a consequence, firms often
have to rely on internal funds to finance innovatiBlowever, if internal financing is limited,
as is often the case especially for young and sraall medium-sized firms (SMEs), R&D
projects may be foregone if these firms face bigdinancing constraints in capital markets
(see Berger and Udell, 2002; Carpenter and Pete8€?; Hyytinen and Toivanen, 2005;
Czarnitzki and Hottenrott, 2011b). Consequentlyblisusubsidiel aim at reducing the cost
of private R&D to incentivize firms to pursue sdbjavaluable R&D projects that would not
be carried out otherwise.

In Flanders, the northern part of Belgium, the goweent has spent 628 million euros for
a total of 3,019 projects between 2002 and 2008. d@dlicies currently in place in Flanders
(to be described in more detail in the followingts®n) comprise special features targeting
SMEs as well as collaborating firms. The ratiorafléghe former element of the current R&D
policy is based on the argument that SMEs are mofte@ financially constrained than larger
firms, rendering the pursuing of R&D projects maiificult for them. Yet, SMEs do
contribute considerably to knowledge creation aechmological progress because often
younger, smaller firms tend to engage in more bastt radical innovation projects (see e.g.
Henderson and Clark, 1990; Henderson, 1993; Scanaitt Veugelers, 2010). Furthermore,

SMEs are an important source of job creation ag ttanstitute the majority of firms in

'Direct subsidies for R&D constitute of course owoiye possible instrument to correct for the existing
market failures. Other policies comprise intellettproperty right systems to improve appropriapilaf
knowledge, tax reliefs to reduce the cost of R&Be($lall and Van Reenen, 2000), public venture abfsee
Hall and Lerner, 2010 for a survey) or (public)rieawith low interest rates.



Flanders. Being aware of these aspects, the furadjegcy grants a higher subsidy to SMEs
in order to incentivize them to become active in0R&r to enable them to pursue R&D
projects at the desired level and scope.

The rationale of the second policy element, i.anting higher subsidies to collaborating
firms in order to increase incentives for such almdlrations, is based mainly on three
arguments that stress the value of collaboratiastsomly for triggering additional R&D
spending, but also for enhancing R&D productiviyrst, given the non-rival, non-exclusive
character of knowledge, a firm can never approprial of the benefits of its R&D
investment although it has to bear all of the cqstsow, 1962). Parts of the created
knowledge are likely to spill over to competitoss, that many agents can benefit from the
investment by one firm. Collaborating in R&D prdjgconstitutes a way of limiting such
involuntary spillover effects, by allowing intermahg technological spillovers and thus
increasing incentives for R&D investment as it reeklifree-riding on R&D outcomes (Katz,
1986; d’Aspremont and Jacquemin, 1988; Kamien ¢t18192; Cassiman and Veugelers,
2002). Second, collaboration allows exploiting emoies of scale and scope in R&D and
pooling of complementary technological skills ifetlirms involved combine resources in
order to undertake larger, more complex, and mepemsive research projects (Teece, 1992;
Das et al., 1998; Rothaermel, 2001; Hemphill andaftas, 2003; Powell and Grodal, 2005).
Synergetic effects and risk pooling can broadenrdéisearch horizon of collaborating firms.
Indeed, risk can be substantial in R&D undertakingspecially when involving basic
research. Third, firms acquire new technologicpladslities from their partners which extend
the benefits beyond the joint project (Kogut, 1988mel, 1991; Mody, 1993; Mowery et al.,
1996).

In the case of Flanders, the benefits from collabon, and in particular of the cross-
border type, may even be particularly pronouncedassmall country or region, the pool of
knowledge a firm can dig in on national territosyusually limited. Firms might thus benefit
from the larger pool of knowledge provided by imtional collaboration partners that
facilitate spillovers from a richer pool of other&R-active firms (Griliches, 1995).
Moreover, international R&D collaboration promisadditional gains through direct access
to knowledge that is relevant for foreign markeétghile off-shoring of own R&D abroad
may be costly and subject to a liability of foreags (Sofka and Schmidt, 2009), collaborating
with partner firms that are already active in thegéet markets may therefore constitute a
more cost-efficient way of doing R&D internationallnternational collaboration may thus

be particularly beneficial for firms active in gllbmarkets and firms that are “lonely riders”
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in their domestic markets. Moreover, SMEs may foullaborations to be an appealing
strategy for the internationalization of their (R&&xtivities.

The dual policy design employed by the Flemish fagdagency that targets SMEs on
the one hand and (international) collaborationth@nother, thus aims at achieving both high
input as well as output additionality through irasig R&D investment and knowledge

accessibility in otherwise constrained firms.

2. RELATED LITERATURE

While a whole series of prior studies aimed at eathg the effects of direct subsidies for
R&D, most of the previous analyses concentratechiyjain crowding-out effects Most
studies on the benefits of collaborative R&D or impact of different collaboration partners
(i.e. clients, competitors, suppliers, universitas.) focused on overall innovation and firm
performance without taking into account the rolespécific innovation policies. Indeed, the
literature on the effects on R&D collaboration &st; from a theoretical as well as from an
empirical point of view. The question of how andylims engage in R&D collaborations —
be it through partnerships, alliances, joint veesuor networks - and how that affects
welfare, has emerged during the 1980s in the ecanlit@rature (see Veugelers, 1998 for a
survey). Collaborative R&D has been acknowledged aseans of promoting private R&D
and as a major tool for enhancing firm competitass (Sakakibara, 2001). A first strand of
relevant literature relates to the models of indalsbrganization theory. This literature has
primarily investigated the role of knowledge spikos. In the absence of cooperation,
knowledge spillovers are involuntary and may weatkenfirm’s relative market position by
feeding knowledge to competitors. If engaged in R&Boperation, these spillovers are
internalized to the research consortia and diminiebse free-riding effects. R&D
collaborations thus represent one possibility tduce this gap between private and social
optimum in R&D investments by allowing firms to nease the appropriability of returns
within the group of partners (see e.g. Katz, 1988spremont and Jacquemin, 1988; De
Bondt and Veugelers, 1991; Kamien et al., 1992;t4)dt992; Suzumura, 1992; Vonortas,
1994; Leahy and Neary, 1997).

Empirical findings generally confirm the expectesbipive results of R&D collaboration.
Janz et al. (2003), van Leeuwen (2002) and Criscant Haskel (2003), for instance, find

2 The literature on crowding-out effects is vastvedi that this is not the main scope of this papat,
merely the starting point, we are not going to etale on this literature in detail. For an overvieisthe most
influential papers in the past two decades, wer tefeCzarnitzki and Lopes-Bento (2012). For an wieaw on
the various used methods see Cerulli (2010).
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evidence of a positive correlation between R&D aladirations and innovation performance.
Some other studies examined the effect of diffecadperation types on various outcome
variables of interest. Indeed, in light of the gnogvnumber of partnerships, the contractual
forms of these collaborations have increasinglsaated attention in the economic literature
(see e.g. Sakakibara, 1997; Hagedoorn and Narg®h; Hagedoorn, 2002). Belderbos et al.
(2004), for example, analyze the impact of R&D abdration on firm performance
differentiating between four types of partners, aBntompetitors, suppliers, customers and
universities and research centres. Their findirmsfion a major heterogeneity in the goals
pursued by the different collaborations. While cetitprs and suppliers concentrate more on
incremental innovations (i.e. productivity growih the sense that they lead to higher sales of
established products), cooperations with universitand with competitors are vital for
achieving sales from market novelties. Cassiman \asuagelers (2005) find that there are
large cross-industry differences in the probabititya firm collaborating with science. Firms
that face high costs of innovation tend to be etéré by government subsidized cost-sharing
in public-private partnerships. Moreover, largemm are more likely to collaborate with
universities than smaller firms, indicating thahaimum of absorptive capacity is necessary
for the collaboration to be fruitful.

Finally, Grimpe and Sofka (2009) analyse searcheps of firms in the low- and
medium-technology sectors which are much less etudh the literature than high-tech
industries. Compared to previous studies, the asittiesign their analysis such as to connect
the concepts of R&D investments and absorptive agpavith explicit patterns of search
behaviour. They find that search patterns in loght®logy industries are mainly determined
by the market side and that they differ from tedbgyp sourcing activities in high-tech
industries where search patterns emerge becauliesénces in technology sourcing.

While the literature on the impact of direct sulessdas well as the literature on the impact of
collaborative agreements is vast, the combinatibrbaih, i.e. the impact of subsidized
collaborative research is rather scarce. So fatlyany attention has been paid to the impact
of subsidized (types of) collaboration or the intpaicsize-specific policies on the effect of a
subsidy. Exceptions are Sakakibara (2001) and Bates and Sakakibara (2002) who
analyze Japanese government-sponsored R&D consButh studies find evidence that
participating firms have greater R&D expenditures \well as more patents. Further,
Czarnitzki et al. (2007) apply a matching estimatoa multiple treatment setting analyzing
the effects of R&D collaboration and public R&D fling on R&D per sales and patent

outcomes for Germany and Finland and find thatbaltation has positive effects.



As - to the best of our knowledge - apart from ¢hsidies no empirical evidence exists
in such setting, the present study adds to prewau& in at least two important dimensions.
First, we explicitly analyse whether the treatmeiffiéct of the subsidy scheme is affected by
the specific policy features aiming at incentivzifinternational) collaboration and R&D in
small and medium-sized firms. More precisely, estirgy the treatment effect of a subsidy
from a treatment effects analysis, we analysenf] o what extent, these specific policy
features have an impact on the magnitude of thenatstd treatment effect.

Second, disentangling private incentive-induced R&®&m policy-induced R&D, we
investigate whether the additional R&D induced hy subsidy scheme translates into higher
innovation performance. Indeed, even if we werérd positive treatment effects, that is, a
crowding-in due to the subsidy, it is not obviotmstt the additional R&D input will be
productive in terms of marketable innovations.

The article proceeds as follows. Section 3 illussahe Flemish policy design as well our
research question. The empirical research stratgijyoe described in section 4. Section 5

presents the data, section 6 discusses the rasultsection 7 concludes.

3. OUR RESEARCH QUESTION IN LIGHT OF FLEMISH INNOVATION
POLICIES

Most industrialized countries establish innovatpmiicies to enhance firms’ investments in
R&D and innovation using various policy tools likar instance patent laws, tax incentives
and/or direct subsidies. In Flanders, the goverrtimanain policy tool to correct for the
existing market failures takes the form of diradvsidies for R&D. The general feature of the
subsidy scheme of the agency for Innovation by r@&eand Technology in Flanders /
Agentschap voor Innovatie door Wetenschap en Tdobieoin Vlaanderen (IWT), is its
bottom-up character: it is a permanently open anmdthematic scheme. In other words, any
firm can submit an R&D project at any time of theay’ Upon evaluation, the firm will get
informed about whether or not the proposed prdjastbeen retained for public support. The
evaluation is done by internal as well as exterrederees that evaluate the ex-ante
effectiveness of the project proposals (ex-postuewen is starting up)The subsidies are
granted as matching grants, that is, the firm gaplyawith a specific project and in case of a

successful referee process the government pays sieane of the total cost, usually between

% The scope of the IWT funding scheme is large, @lsd comprises funding programs for public research
centers, universities and other institutes for aigbducation. However, given that this study fosuze firms,
we refrain from going into detail on any of thether funding schemes.



30 and 50%. This percentage can vary with respefitnh size or collaboration status. While
a large part of private R&D investments is spentarge and established companies, the role
of young, or small and medium-sized companies asirgly attracts policy makers’
attention as their contribution to technologicalgress has been found to be substantial (Acs
and Audretsch, 1990; Audretsch 2006). To supporalismnd medium-sized firms in
conducting R&D projects, the government coversghéi share of their total R&D project
costs. In particular they receive an additional 16P4heir total R&D costs. Likewise, in
order to encourage firms to collaborate, an aduid 0% of the total costs can be obtained if
the firm collaborates with one or more partnersif®rR&D activities. This amount is again
linked to firm size: If a firm qualifies as an SME,receives a 10% top-up for national or
international collaboration. If a firm qualifies &wge-sized firm, it receives the additional
10% if at least one of its partners is an SME oingernational partnet.

One concern with this type of direct support f&DRand innovation is of course that
firms might use the subsidies to carry out projedth high excepted private returns, which
would have been carried out even without the recafipa subsidy. In this case, subsidies
would not increase the overall R&D intensity in teeonomy, but would merely replace
private by public money, and one would face crowebnt effects. By designing R&D
support schemes in a way to best target firms i highest crowding-in potential,
governments aim to reduce the likelihood that mubloney is wasted. However, the ex-post
effectiveness of the design is not obvious ex-ante.

Even though previous studies did not find evidenfecrowding-out in the case of
Flemish firms (see for instance Aerts and Czarnit2R06; Aerts and Schmidt, 2008 or
Czarnitzki and Lopes-Bento, 2011, 2012), in a ftsfp, we analyze whether, in line with the
literature, we can likewise reject the null hypdatiseof total crowding-out given our sample
of firms. This estimated treatment effect is thesedito test the effectiveness of specific
features of the Flemish innovation policy on thegmtude of the subsidy effect.

Second, we estimate whether the additional R&D deduby the public policy —
controlling for other performance drivers — leadshigher innovation performance. Indeed,
even if we were to find positive treatment effeatsl significant positive effects of specific
policy features, it is not clear whether the unalezh projects induced by public support only

have an impact on input additionality or whethegyttalso impact output additionality, as

* The background information and stylized factskased on Larosse (201h}tp://www.eurotransbio.eu
andwww.iwt.be, where further and more detailed information amfimctioning on the IWT can be found.

® See for instance Czarnitzki and Lopes-Bento (26d:2% more detailed overview on subsidy effects on
input and output additionality.




measured for instance by product innovations. Baeadthe principle of portfolio
maximization by companies, one would expect thatgichose to conduct the projects with
the highest expected profits from their researchtf@lo first. Therefore, governmental
entities support and thereby induce investment&DRin order to incentivize firms to also
undertake riskier projects. These are likely to egate high social benefits, but would
possibly not be undertaken without public suppare do the high risk of failure and
financing constraints associated with more radR&D (Czarnitzki and Hottenrott, 2011a).
Hence, the project evaluation by the Flemish gawemt does not only concern the financial
criteria of a submitted project, but also the sloara economic return for Flanders (Larosse,
2011). In other words, the government also finapoegven favors, projects of more radical
or basic research nature, generally linked to higis&s and financial constraints in the free
market. If such policy is efficient, the likelihoad the selected projects to result in product
innovations that can be labeled as market novedtiesild be quite high, given that the latter
are generally driven by more radical R&D (as opplogeincremental innovations resulting
more often in products that are new to the firnt,rmt to the market). In this case, one could
expect to see a positive significant effect of ioell R&D investment on sold market
novelties. On the other hand, however, it is neclto which extent the risk of failure is
appropriately taken into account by the governnierts decision making process. In other
words, if the government were to finance too mamyrisky projects or R&D that is too far
from the market, one would not find a positive iropaf publicly induced R&D on market
novelties, even if we did find evidence of addiabiR&D triggered by the subsidy. Given
these opposing arguments, it is @opriori clear what to expect with respect to the output
additionality effect of the innovation policy ingude. With the exception of studies by
Czarnitzki and Hussinger (2004) and Czarnitzki amodht (2006) who find a positive impact
of publicly induced R&D investment on German firmgatent activity, Hussinger (2008)
who analyses the effects on new product sales andlliCand Poti (2010) who explore the
impact of a specific R&D policy tool in Italy, waeanot aware of any other empirical paper
that explicitly distinguishes the privately investdom publicly induced R&D. Our study
moreover adds to these previous ones as we fuatheyse to which extent the effects of
either type of R&D investment are driven by speciblicy features. Hence, this study not
only adds to previous research by evaluating sipefghtures of current innovation policies,

but we further analyse if, and how, those elematsslate into innovation performance.



4. ESTIMATION STRATEGY

4.1. Treatment Effects Analysis

The aim of the first part of the following analyssto estimate the treatment effect of a
subsidy on an outcome variable of interest. In oterds, we want to know if, and to which
extent, the subsidy impacts R&D investment. In otdedo so, we test for the effect of the
subsidy receipt on the firms’ internal R&D spendingconducting a treatment analysis.
Econometric evaluation techniques have been deedldp address the estimation of
treatment effects when the available observationsndividuals or firms are subject to a
potential selection bias (see Heckman et al.,, 198thens and Wooldridge, 2009, for
surveys). This typically occurs when participants @ublic policy measure differ from non-
participants in important characteristics. Differerstimation strategies include the
(conditional) difference-in-difference estimatorpntrol function approaches (selection
models), instrumental variable (IV) estimation, fgarametric (matching) techniques based
on propensity scores and others such as regredsoantinuity designs. For the research
question and the dataset at hand, the most apate@valuation method is a non-parametric
propensity score matching. Based on the probalafitgceiving a treatment (obtained from a
probit regression) conditional on a set of obsdevaharacteristicX, the propensity score is
an index function summarizing in a single numbée (score) the wide set of observable
characteristics affecting the probability of redegva treatment (i.e. a subsidy by the Flemish
government). Matching on the propensity score hasadvantage not to run into the “curse
of dimensionality” since we use only one singleexés matching argument (see Rosenbaum
and Rubin, 1983). Furthermore, the matching estimiaas the advantage over other models
that it does not require any assumptions aboutifomal forms and error term distributiofs.
The fundamental evaluation question can be illtestkdby an equation describing the

average treatment effect on the treated firms:
1 T —_—
Qarr = FZ?IZI(R&DI;T - R&Dic) 1)
where R&D;" indicates the expenditure of treated firms aR&IDf the counterfactual
situation, i.e. the potential outcome which woulté been realized if the treatment group

(S=1) had not been treateS.€ {0,1} indicates the receipt of a subsidy awdthe number of

treated firms.

® Matching estimators have been applied and disdusgenany scholars, amongst which Angrist (1998),
Dehejia and Wahba (1999), Heckman et al. (19978499998b), Lechner (1999, 2000) and Smith and Todd
(2005).



For the matching estimator to be valid, we haveuitd on the conditional independence
assumption introduced by Rubin (1977). That is, lvere to observe all the important
determinants driving the selection into prograntipgation, namely the receipt of an IWT
subsidy. In other words, after conditioning X¥nthe setting comes close to an experimental
setting, and we have reopriori judgement about whether a firm receives or do¢sauive
a treatment. Based on this assumption, we can &stithe counterfactual situation by using a
selected group of non-subsidized firms that hawelai characteristics iiX:

E(R& DF| S=1, XY= E R DB| $0, X 2
and the average treatment effect on the treateteavritten as:

a,; =E(R& DT |S=1,X =x)-E(R& D®|S=0,X =X) (3)
The construction of the control group depends am dlgorithm chosen to conduct the
matching. In the present analysis, we conduct @naof the nearest neighbour propensity
score matching, namely caliper matchirfgurthermore, we allow for two rather than just one
nearest neighbor in our matching routfre.other words, we pair each subsidy recipienhwit
the two closest non-recipients. The pairs are ahtsesed on the similarity in the estimated
probability of receiving a subsidy stemming frompeobit estimation on the dummy
indicating the receipt of subsidi&In addition of matching on the propensity scave,also
require the observations of firms in the selectentrol group to belong to the same year and
the same industry as the firms in the treatmenigro

Finally, it is essential that there is enough averbetween the control and the treated
group (common support). In practice, the samplesradted and controls are restricted to
common support. We thus calculate the minimum aedrtaximum of the propensity scores
of the potential control group, and delete obs@at on treated firms with probabilities

larger than the maximum and smaller than the mininmuthe potential control group.

" Caliper matching aims at reducing the bias by dingi to match treated firms with control firms akow
certain “distance”, i.e. those firms for which th&ue of the matching argumentiZ far from Z. It does so by
imposing a predefined threshaldabove which an observation is deleted from therg@l control group. More
precisely, ||Z— Z|| <e for a match to be chosen (see Smith and Todd§)200

®The rationale of drawing two rather than just oeanest neighbor is to avoid that the results siffen
small sample sizes (we have 272 subsidized firmsuinfinal sample, after the common support andpenl
conditions). Despite the fact that two neighbomssigly increase the bias when compared to using oné
neighbor, all our covariates remain perfectly be&th after the matching. We can thus conclude that t
increase in the bias is negligible and that theiscédn in the variance of the estimates inducedhieyuse of a
second neighbor, allowing for a smaller asymptotgan squared error, is more important than theedse in
the bias.
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The details of our matching routine are summaringtie protocol (following Gerfin and
Lechner, 2002) presented in Table Al in Appendix 1.

4.2. Innovation Performance Anlysis
In this second part of the analysis, we estimatetidr the additional R&D induced by the
public policy not only leads to more R&D input, balso to more R&D outcome. In other
words, we investigate the effect of the “additiatydl of an IWT subsidy on innovation
performance. We measure innovation performance Hgy firms’ success in bringing
innovations to the market, i.e. by the share c¢s#ttat can be attributed to products that were
new to the market. Such market novelties are nd¢ an indicator for successful R&D
outcome, but also reflect the radicalness of thdedging R&D. Incremental R&D may
rather result in product-range innovations that m@yew to the firm, but to the market.
Given that not every firm has market novelty satks, outcome variabl8OVEL s left
censored. We therefore estimate Tobit models t@mwadcfor this censoring. Since the
subsidies are matching grants where the percerdbg®mvered costs can vary, it is not
sufficient to divide R&D expenditures into the ambwf privately financed R&D and
subsidized R&D. Instead, one has to split R&D inrent into the amount that a firm would
have invested anywaysd the part that is induced by the policy as iatgid in Equation 1.
In other words, we separate R&D expenditures imto tomponents: R&D expenditures

which would have taken place even if the subsidyeste was not in plac&&D¢) and those

expenditures that were induced by the subsiy{).
Usinga ;. we estimate whether the acceleration in R&D &iggl by the subsidy

(provided thata ,.+> 0) also triggers an increase in output additityiahs measured by sold
market novelties. In order to obtain the estimatexhtment effect at the level of the
individual firm, we calculate the difference betwethe overall R&D investment and the
counterfactual R&D investment as follows:

al™ = R&D; — R&Df (5)
For non-subsidized firm&&Df is equal to their R&D intensity and’" is equal to O.

The Tobit model to be estimated can be written as:

° Even though we think that our set of covariatéswa us to assume that selectionwmbservable effects is
unlikely, we report a robustness check concernimgroain findings using IV regressions. This allowsto
assess whether the results still hold even if vandbn the CIA. The results of the IV regressionwelt as the
choice of employed instruments are presented ireAgix 2.
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NOVEL =X B +e¢, (6)
whereNOVEL is the unobserved latent variable. The observedmtgent variable is equal to

NOVEL if X'B+€>0
0 otherwise

NOVEL:{ (7)

whereXrepresents a matrix of regressgishe parameters to be estimated aride random
error term

Since the standard Tobit model requires the assampt homoscedasticity in order for
the estimates to be consistent (see Greene, 200&),conducted several tests on
heteroscedasticity (Wald tests and LR tests) uaihgteroscedastic specification in the Tobit
model. We estimated this model by a maximum likagdith function in which we replace the

homoscedastic standard error tesnwith g, = oexp'a)in the likelihood function. We

included size class dummies based on the numbemployees and industry dummies to
model group-wise multiplicative heteroscedasticifyhe tests find evidence of hetero-
scedasticity. We therefore only present the estonmatresults obtained from our
heteroscedastic-consistent estimations.

Finally, given that the measures of R&D are estadavalues for the treated firms,
ordinary standard errors would be biased downwards using them as covariates would
induce measurement error. Therefore, we conduct piteeedure 200 times to obtain
bootstrapped standard errors for the Tobit estimalie should be noted that the entire
estimation is bootstrapped 200 times, i.e. inclgdhe matching routine. In other words, the
bootstrap takes the sample as the population anédfimates of the sample as true values for
all the steps of our estimation. This proceduresthliows us to estimate how the sample
mean of our actual sample of size of 1,533 obsienvatwaries due to random samplifig.

5. DATA AND VARIABLES

The data used for the following analysis stem ftbg Community Innovation Survey (CIS)
from the Belgian region of FlandersMore precisely, they stem from three distinct wsawé
the CIS. First, the CIS4, covering the years 200@42 second the CIS5, covering 2004-2006

19 Note that due to missing values in the dependariable NOVEL), the number of observations drops
from 1,973 to 1,533 observations in this part ef éimalysis.

“The CIS covers all of the EU member states, Nonaay Iceland using a largely harmonized
guestionnaire throughout participating countries.
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and third the CIS6 that refers to the period 20088 This data has been complemented by
accounting data from the Belfirst dataset issue@imeau Van Dijk. Finally, information on
R&D subsidies has been retrieved from the ICAROSlukese of the Flemish agency for
innovation and technology (IWT). The latter prowdietailed information on the amounts of
the grants (and grant history) as well as on thratthn of the funded projects.

After elimination of missing values, our final saepconsists of 1,973 year-firm
observations (referring to 1,593 different firms)dacomprises innovative as well as non-
innovative firms, covering manufacturing as well lssiness related services sectérs.
Tables A.2 and A.3 in Appendix 1 show the industtsucture as well as the firm size
distribution of the firms in the sample. In thiadi sample, 300 firms received a public R&D

subsidy from the Flemish government.

Outcome variables

In the first part of our analysis, we consider R&Destment, i.e. the ratio of internal R&D
expenditure® to sales (multiplied by 100) as the outcome vaeigRDINT). In the second
part, estimating firms’ innovation performance, tbetcome variable is defined as sales

generated from market novelties as percent of satigls NOVEL).

Explanatory variables
The receipt of a subsidy form the IWT is denotecatldummy variable equal to one for firms
that received public R&D funding and zero otherw(iSEBS.

Moreover, we employ several control variables in @nalysis that are likely to influence
the selection into a public funding scheme or thred’ innovation performance. The number
of employeesEMPL) takes into account possible size effects. We alsov for a potential
non-linear relationship by including @vPL?). As the firm size distribution is skewed, these
variables enter in logarithms. We further includdiemmy variable that is equal to one if a
firm qualifies as an SMESMB).**

In addition, we include a dummy variable capturmigether or not a firm is part of an

enterprise groupdpP). Firms that belong to a group may have a loweerive to apply for

2according to the % edition of the Oslo Manual — which is the defioiti followed by the CIS - an
innovative firm is one that has implemented an Vmtimn during the period under review. An innovatis
defined as the implementation of a new or signifitaimproved product (good or service) or processervice
(see OECD/Eurostat, 2005).

3 The CIS definition of R&D expenditure follows tReascati Manual (OECD, 1993).

4 According to the EU’s definition, an SME shouldvedess than 250 employees and has either sakes les
than 50 million euros (or a balance sheet totéss than 43 million euros).
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subsidies since firms that have a large majoritgretholder do not qualify for the SME
program in which higher subsidy rates are grargedn if they are small. In contrast, firms
belonging to a group may benefit from better comitation structures and thus are better
informed about possible funding sources includingplig technology policy programs.
Furthermore, firms belonging to a larger networkyrba preferred by the funding agency as
the group membership possibly promises knowledgkggrs and thus economies of scope
from the R&D process to a larger extent than fandtalone companies. This might be even
more pronounced for firms that have an internatioeéwork. For this reason, we account in
addition for the international collaboration patterat the sector level, capturing the
international collaboration propensity in the diffet industries and subregions
(INTCOOP_industry) In other words, that variable takes into accdhat firms close to borders,
airports and harbours may be more likely to engade international collaborations,
susceptible to influence both the likelihood of lgp as well as of receiving a subsidy.
Subsidiaries with a foreign paremQREIGN may be less likely to receive subsidies as the
parent may prefer to apply in its home country ecduse the funding agency gives
preference to local firms. Furthermore, foreignepeis with Flemish subsidiaries are typically
large multinational companies and thus the lochbgliary does not qualify for special SME-
support which reduces its likelihood to apply. Asc@nsequence, it ia priori unclear
whether the effect of these variables is positivenegative because of the opposing
arguments outlined above.

The log of the firm’s age (WGE) is included in the analysis as older firms mayn@e
reluctant to pursue innovation, and hence areliksly to apply for R&D funding, all else
constant. Furthermore, younger firms may be mdelito apply given that they are more
likely to be financially constrained.

R&D experience, especially if successful, may berucial determinant of applying for
public subsidy schemes for future projects. Morepitenay increase chances of a proposal
being approved if governments adopt a picking-tiaer strategy and favour firms with
previously successful R&D. Patents may thus sigd&D quality and increase chances for
future project proposals to be granted. To captueee dynamics, we include the firms’ past
patent stockKS in our regression. The patent information sterosnfthe database of the
European Patent Office (EPO). Patent stocks areputed as a time series of patent
applications with a 15% rate of obsolescence ofwkedge capital, as is common in the

literature (see e.g. Griliches and Mairesse, 198#e, 1986):
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PS, =(1-90)PS_;+ PATAPRL (8)
wherePATAPPLIs the number of patent applications in each y&he patent stock enters
into the regression as patent stock per employeeda potential multicollinearity with firm
size PS/EMB.

Often governments do not only look at previous ewmee with conducting R&D
projects when attributing a subsidy to a firm, bl#o at previous experience with a specific
funding scheme. Hence, we also control for publgtipported R&D projects in the past. We
include a variable equal to the number of IWT coefed projects a firm has completed
within the three preceding yeaits$/_PAST3YRS

We also control for the firms’ activities in foreigmarkets and hence international
competition by including a dummy equal to one fiiren is export active EXPORT. Firms
that engage more heavily in foreign markets maynoee innovative than othefBernard
and Jensen 1999, 20Ghd, hence, more likely to apply for subsidies. Mféher include the
labour productivity as a covariate, measured asssper employee,ABPRQ since high
labour productivity may be a relevant determinaat feceiving public funds if the
government follows a picking-the-winner strategyorously.

We further control for the firms’ collaboration agty. We can derive directly from the
survey whether a firm collaborated for its R&D &ities (CO). In addition, firms are asked to
indicate the partner's location. Thus, we identitgrnational collaborators as firms that have
at least one partner outside of BelgiuBDO( INTERNAY and national collaborators as firms
that have exclusively Belgian collaborating parsn@0O_NATIONAL.

Finally, ten industry dummies control for unobsehgeterogeneity and technological
opportunity across sectors and three time dumnaies, for each wave of the survey, are

included to capture macroeconomic shocks.

Timing of variables
Given that each wave of the survey covers a these-period, we employ lagged values
wherever possible in order to avoid direct simwignbetween the dependent variables and
the covariates to the largest possible extent. ifstance, if the dependent variables are
measured in period, then EMP, PS/EMRE LABPRO and EXPORT are measured at the
beginning of the survey period, i.e.ti2.

Attributes that are usually highly persistent otiere, like the information oGP and
FOREIGN, are available such that they refer to the wholge& period, i.et-2 to t. For
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instance, “Did your firm belong to a group durirfgetperiod 2004-2006?". Likewise, we
considerAGE as truly exogenous and hence it is measured inger

Descriptive statistics

Table 1 shows the descriptive statistics for thealdes employed at the first stage of our
analysis. As shown by the t-tests, almost all \@eiameans are significantly different
between the treated and the non-treated firms.

Table 1: Descriptive statistics
Subsidized Unsubsidized t-test on

. firms, N = diff.in
firms, N =300 1,673 means
Std. Std.
Variables Unit Mean Dev. Mean Dev.
Control variables
In(EMPL) headcoun  4.63¢ 1.897 3.881 1.39¢ *rk
GROUP dummy 0.663 0.473 0.552 0.497 ol
FOREIGN dummy 0.283 0.451 0.288 0.453
In(AGE] year: 3.13( 0.891 3.13¢ 0.83¢
In(LABPRO) turn/empl. 5.263 0.693 5.280 0.786
EXPORT dummy 0.540 0.499 0.433 0.496 ol
INTCOOP_industr ratic 0.411 0.247 0.31C 0.23¢ Fokk
SUBS_past3yrs count 0.750 2.418 0.055 0.282 il
SME dummy 0.63¢ 0.027 0.81z 0.010 ol
CO_NATIONAL dummy 0.650 0.028 0.279 0.011 Xk
CO_INTERNATIONAL dummy 0.187 0.023 0.140 0.008 xx
PS/EMP*1000 PS/empl 18.389 39.732 3.236 15.902 Xk
Outcomevariable
RDINT ratio 7.932 13.244 2.436 8.629 Fkk

Notes: *** (**, *) indicate a significance level df% (5%, 10%).

For instance, on average, treated firms are latfggm non-treated firms, they belong
more often to a group, have a higher patent steclemployee, are more likely to be export
oriented, belong more often to an industry pronedtlaborate internationally and engage
significantly more in collaboration agreements,hboationally and internationally. Further,
they have had more previously government co-fumtegects. Interestingly, we do not see a
difference between the shares of firms with a fpreieadquarter in the subsidized and un-
subsidized sub-samples and no difference in tefragarage firm age and labor productivity.
With respect to the outcome variabROINT), we find - as expected — that subsidized firms
are more R&D-intensive. At this point, howeverisitnot clear how much of this difference
can be attributed to the financial support provitdgdhe subsidy and how much to the fact

that R&D-active companies are more likely to apiplyR&D subsidies.
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6. EMPIRICAL FINDINGS

6.1. The Average Treatment Effect on the Treated
As previously explained, in order to apply the rhatg estimator, we first estimate a probit
model to obtain the predicted probability of redejva grant from the Flemish funding
agency. As we can see in Table 2, with the excemtidabor productivity, age and belonging
to a group, all of our covariates are statisticaflignificant and hence important
characteristics in driving the selection into théblic funding scheme. Even though the share
of international collaborators by industry is noidividually significant, a test on joint
significance on the share of international collabors, national collaborators and
international collaborators displays highly sigodint results »f(3) = 87.58***). As a
consequence, we let all three controls enter theeindhe same is true for the size variables.
Even though they are not individually significanbintly the test displays that these
characteristics should be controlled fg(%) = 19.23***).

Table 2: Probit results on the selection into teatment
(SUBY) 1,973 obs

Variables Coef. Std. Err.
INTCOOP_industry 0.135 0.193
SUBS_past3yrs 0.615*** 0.083
PS/EMP*1000 8.706*** 1.571
In(EMP) -0.096 0.119
IN(EMPY 0.025* 0.013
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EXPORT 0.388*** 0.135

GROUP -0.014 0.107
FOREIGN -0.434*** 0.114
In(AGE) -0.088 0.054
SME 0.021 0.159
CO_NATIONAL 0.769*** 0.121
CO_INTERNATIONAL 0.900*** 0.110
In(LABPRO) 0.019 0.067
Log-Likelihood -598.362
Joint sig. of time dummies y? (2) = 15.92%+*

\c]jomt sign. of industry 2 (10) = 55,77+
ummies

Notes: *** (**, *) indicate a significance level df% (5%,10%)
The model contains a constant, industry and yeamdes (not
presented).

We also included interaction terms between thecpdigature characteristics, i.e. between
size and collaboration status. However, the lattere neither individually nor jointly
significant. As a consequence, we dropped them thenprobit estimation (joint significance
of SME*NATONLYandSME*COLINTis rejected with?(2) = 2.29).

A precondition for the matching to be valid is tave common support. We reinforced
this condition by imposing a caliper. In total, lese 17 observations because of the common
support condition and 11 because of the caliper. al sample hence consists of 272
subsidized firms.

As displayed in Table 3, all our covariates arel Wwalanced after the matching as we no
longer find significant differences in the variabieeans. We can thus conclude that our
matching was successful. The only difference thatains is in our outcome variable. Hence,
we can conclude that this difference can be ateidbto the treatment, and that we can reject
the null hypothesis of total crowding-out. The estied treatment effect on R&D intensity
amounts to 3.431 percentage points, which is venjlag to previously found treatment

effects for Flemish firms.

Table 3: Matching results

Subsidized firms Selected control group t(_jti? |0r?
N =272 N =532% :
means
Variables Mean Std. Dev. Mean Std. Dev.

Control variables

!5 The reason that the control group does not coorespo 544 observations is due to the fact thatethe
was no second close enough neighbor for everyetidam.
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INTCOOP_industry 0.409 0.249 0.410 0.246

SUBS_past3yrs 0.287 0.686 0.267 0.647
PS/EMP*1000 0.015 0.034 0.013 0.035
In(EMP) 4.464 1.778 4.300 1.711
EXPORT 0.574 0.495 0.575 0.495
GROUP 0.64: 0.48( 0.601 0.49(
FOREIGN 0.26¢ 0.44¢ 0.24¢ 0.43:
In(AGE) 3.101 0.87¢ 3.07: 0.87¢
SME 0.6€2 0.02¢ 0.70¢ 0.45¢
CO_NATIONAL 0.199 0.401 0.201 0.400
CO_INTERNATIONAL 0.625 0.485 0.618 0.486
In(LABPRO) 5.265 9.042 5.269 0.730
Outcome variable

RDINT 7.098 0.722 3.667 9.992 *kk

Notes: *** (** *) indicate a significance level af% (5%, 10%).

6.2. Theimpact of specific policy features on the estimated treatment effects
A central question that arises from the desigrhefRlemish innovation policy is whether the
specific features do indeed have the desired pesitipact on the estimated treatment effect.
Using the obtained treatment effect from the maigheéstimation as our new dependent
variable, we run several OLS regressions in ordeartalyze the impact of certain specific
policy features on the treatment effect. In ordedd so, we regress the individual treatment
effectal” on firm size and collaboration dummies. Besideshlicy design dummies, we
further control for the number of subsidized projacsingle firm has at the same time.
Indeed, it is possible for a same firm to submitesal projects and hence to get subsidies for
more than one project at the same time. Basedeofirttiings of Czarnitzki and Lopes-Bento
(2012), concluding that the treatment effect insesawith the number of subsidized projects
a firm has at the same time, we control for thisstlity by including a variable taking into
account the number of simultaneously financed ptsj@ne firm hagSUB_PROJECTS®

The equation to be estimated can be expressed as:

a'l =p, +ZT,B(policy_ design_ dummigs+ 5, ( SUB PROJEQTSe, 9)

8 The number of simultaneously financed project®mnthe equation as a slope coefficient, having the
same slope for all the firms in the sample, indejea of firm size or collaboration status. Whereiatting the
number of financed projects with firm size, for tavsce, we did not find evidence that the slope wdug
significantly different for large rather than meadiwr small sized firms. We thus leave this varidhlevithout
interacting it with other firm characteristics.
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where tham policy design dummies comprise: (i) an SME dumiytwo dummies equal to
one if a firm qualifies as a small respectively admm-sized firm, (iii) a general
collaboration dummy, (iv) two dummies for nationadspectively international collaboration
as well as (v) dummies for specific collaboratiartper location. 48% of the firms in our
sample do engage in some form of collaborative R&®% collaborate with other firms in
Belgium, but not with firms abroad. 34% have atsteane international partner. These
partners are located in within the European Uniomost cases (for 93% of the firms). 37%
have a partner in the US and 21% somewhere inetsteof the world. Of course firms can
have multiple partners in several locations. Dgsiwe statistics of these variables are
presented in Table A.4 in Appendix 1.

The results of the impact of collaboration statnd &rm size are displayed in Table 4.
As we can see in Model 1, SMEs have on averagaglehitreatment effect compared to
larger firms. In Model 2 the effect of collaboragiiCO), without differentiating between
national and international collaboration, is in@ddand has a (weak) positive effect on the
magnitude of the treatment effect. When differdirtga between international and national
collaboration in Model 3, it turns out that thissgitve effect is driven by international
collaboration rather than national collaborationlyoriThe geographical location of the
international collaboration partner, however, doesappear to have any significant impact
on the treatment effect (Model 4).

We can thus conclude that the features of the Blenminovation policy with respect to
size and international collaboration are effectiween these results. These conclusions are
reaffirmed when the size effect is split betweem@pe small and a medium-sized firm. We
can see from Model 5 that both size dummies andrnational collaboration have a
significant positive impact on the treatment effddowever, we do not find a significant
difference between the coefficients of small anddioma firms (see test at the bottom of
Table 5), reaffirming the effectiveness of an oll8ME policy.*’

When introducing an interaction term between beéimg SME and an international
collaborator in Model 6, we see that the positiygni§icant effect gets absorbed by the
interaction of being both, and the individual vates are no longer statistically significant.
The interaction term SME*CO_INTERNATJ itself, however, is positive and significant

pointing to the conclusion that the treatment dffiscsignificantly higher for SMEs that

" According to the EU’s definition, a firm qualifies small-sized firm if it has fewer than 50 empley
and a turnover of less than 10 million euros oratatce sheet total of less than 10 million eurodird is
considered medium-sized if it employs between 50 280 employees and has a turnover of more thasui0
less than 50 million euros. See Table A.2 for deta the size distribution of the firms in our sae
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collaborate internationally compared to large in&tionally collaborating firms on the one
hand, and non-internationally collaborating SMHEstlte other.

The previous findings supporting the efficiency afmore general SME policy are
confirmed when introducing an interaction termteé small and medium size dummies with
international collaboration (Model 7). Even thougk find evidence for a larger treatment
effect for internationally collaborating small antedium-sized firms, the test of equality of
the coefficients of small and medium-sized inteoral collaborators at the bottom of the

table does not confirm a significant differencenssn both.
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Table4: OLS regressions on the impact of size and coration on th individual treatment effe((N = 272)

Variables Modd 1 Model 2 Modd 3 Model 4 Moaodd 5 Model 6 Model 7
SME 3.057 *** 3.43¢*** 4 527 4 87E*** 0.48:
(1.139) (1.19¢) (1.379%) (1.50%5) (2.290
SMALL 3.723** -0.187
(1.619) (2.720)
MEDIUM 5.662 *** 0.97(
(2.91%) (1.80%)
CO 2.81¢4*
(2.700)
CO_INTERNATIONAL 4.1€3** 3.63¢** 0.11: -0.351
(1.85¢€) (1.84%) (1.186€) (1.362)
CO_NATIONAL -0.24C -0.087 -0.01¢ -0.06¢
(2.034) (2.05¢) (2.020) (2.06¢€)
SME*CO_INTERNAT 5.107**
(2.089)
SMALL*CO_INTERNA§I' 6.02¢**
(2.999
MEDIUM*CO_INTERNA'? 6.40&**
(3.03))
us 2.70¢
(2.127)
EU 1.84¢
(1.84¢
RoW 0.67:
(2.13¢)
#SUB_PROJECTS 0.50€& **=* 0.49( *** 0.43€***  0.34z** 0.4C7 **=* 0.478 *** 0.46¢ ***
(0.177) (0.179 (0.162) (0.180) (0.15€6) (0.16€) (0.162)
Overall model significance 6.01*** 4.62%** 4.29%** 2.79%** 3.93*** 3.83 *** 2.87***
TestSMALL = MEDIUM €interactions) 0.72 %0.01

Notes: *** (** *) indicate a significance level af% (5%, 10%). Robust standard errors in parenth@seclustered accounting for repeated obseratibthe firm

level. All models contain a constant.
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6.3.Theimpact on innovation performance
The results of the heteroscedasticity-robust Tiwlaitlel on innovation success are reported in

Table 5. We can see that in all the Models, the RaBnding in the counterfactual situation

(R&DF) - i.e. R&D spending in absence of the subsidy dkbta significant positive effect

on the share of sales from market novelties. Fstairce, we can see that in Model 1, an
increase of 10% in the counterfactual R&D intensityuld lead to an increase of 5% in the
estimated latent dependent variable, i.e. the estidhsales share in market novelties, on

average. While this result was to be expected fitmenpart of the R&D expenditures a firm

would have undertaken anyways (iR&D¢), the finding is less clear for the policy induced
part of the spending. As we can see in Models 13o0fiTable 5, the policy induced part of
innovation does have a positive and significane@ffonNOVEL On top of estimating the

effects of privately financed and publicly indude&D, Model 1 estimates what the effect of

collaboration is orNOVEL As we can see, collaborating has a direct etbacNOVEL as

well. When interacting the fact of collaboratingthwthe privately &DC*CO) as well as the
publicly induced part of R&DGO*«'"), we see that while the privately financed R&D is
significant for both, collaborating as well as nmilaborating firms, the policy-induced
investment only displays a significant resultsdoilaborators (Model 2).

In Model 3, we go a step further and distinguisiwieen national and international
collaboration. We can see that the significant Itesfi collaboration was driven by
international collaboration. In Model 4 we distiigfu between partner locations. While
partner location did not have an effect on inputitahality, we see that having a partner
within the EU has a significant impact on salemarket novelties.

When interacting both types of R&D investment wiiternational collaboration (Model
5), we find that the private part of the R&D inwesht is significant for both, international
collaborators as well as for the other firms, whsréhe policy-induced part only displays a
significant result when received by internationallaborators. In order to be able to assess
whether international collaboration has an addddevaompared to national collaboration
only, we reduce the sample to collaborating firm$yan Model 6. While in Model 5 the
term 1-CO_INTERNATIncluded also non-collaborating firms, in ModeltBis will capture
exclusively national collaborators. The resultsvgltibat indeed the induced part of the firms’

R&D spending is more productive if the firm is eggd in international collaboration as
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compared to national collaboration offyWhile privately financed R&D has a significant
impact onNOVEL for national as well as for international colladors, the policy induced
part only displays a significant impact when reeéiby international collaborators.

In Model 7 we interacR&DC and the treatment effect with an SME dummy. Wetkat
both types of R&D investment display a significaesult for SMEs, but not for large firm3.
Finally, we find that age and size have a non-lireffect, with a significant negative impact
on market novelties sales for larger firms up towld 15 employees and for older firms up to
about 17 years of age. This finding is in line wailr expectations, given that often younger
and smaller firms pursue more radical innovaticet thhake up for a larger share of market
novelty sales. We also controlled for other chamastics likely to influence market novelty
sales like for instance the patent stock per engdognd the number of competitors. Given
that we did not find significant effects for thesgiables, they were not included in the final
models.

One concern with these estimations is that onauotore explanatory variables, namely
collaboration, could potentially be endogenousoider to test whether this is the case, we
tested whetheCO_INTERNATandCO_NATIONALare endogenous in a structural equation using
the Smith and Blundell (1986) method for Tobit misd&his method requires computing the
residuals from the first stage reduced form regoesga probit model in our case) and
subsequently plugging these residuals into therbstedastic-robust Tobit estimation of the
market novelties equation. The usual t-statistidren coefficient of the first stage residuals
provides a test of the null hypothesis that thepesated variables are exogenous. If the
coefficient estimates are significantly differemorh zero, meaning the exogeneity of
respective variables would be rejected, the sestage Tobit standard errors would not be
asymptotically valid. However, the first stage desils are not significant in thdOVEL
equation (see Table A.6 in Appendix 3) which letmghe conclusion that the exogeneity of
CO_INTERNATand CO-NATIONAL is not rejected in our estimation on market nagslt The
detailed estimation results of the endogeneity &sstwell as the choice of instrumental

variables are reported in Table A.6 in Appendix 3.

18 We also tested the effect of national collaboratiersus no collaboration in the sub sample ofdithat
excluded international collaboration. The interatislope coefficients o€O_NATIONALwith both R&D
variables were not statistically larger than thok@on-collaborators. They were even insignificaatwas the
CO_NATIONALdummy. These results confirm insights from Modelnl are therefore not reported in detail.

19 We also tested whether there was an effect ifdifierentiates between small and medium sized firms
individually given the large number of SMEs in ample. However, the results remained unchanged.
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Table 5a: Heteroscedasticity-robust Tobit resutténmovation succes®OVEL

Variables Modd 1 Modd 2 Mode 3 Modd 4 Mode 5 Model 6
R&DC 0.495%+* 0.486***
(0.124 (0.124
TREATM. EFFECT"" 0.52¢ ** 0.51¢**
(0.213 (0.221
CcO 6.202**  6.429*
(2.716)  (3.371)
*%
penC
CO*R&D 0.474%
(0.173)
(1-CO)*R&D¢ 0.57¢*
(0.306
CO*a'" 0.55¢€ **
(0.230
(1-CO)*a™" 0.060
(0.919)
CO_INTERNAT 7.028%** 7.481%* 4.053**
- (2.658) (3.193) (1.882)
CO_INTERNATR&D® 0.436 0.436%** 0.613***
(0.161 (0.161 (0.204
(1-CO_INTERNAT)R&D® 0.63¢** 1.25€**
(0.286) (0.635)
CO_INTERNAT&"" 0.593** 0.391*
(0.265) (0.211)
(1-CO_INTERNAT)'' -0.021 -0.325
(0.548) (0.844)
CO_NATIONAL 4.402 4.308 4.770
(3.653 (3.613 (4.016
In(AGE) -8.571*  -8.4BE**  .8.720** -8.85¢**  -8.507** -2.391
(3.794  (3.751)  (3.900) (4.014)  (3.765) (3.946)
In(AGEY 1.500%*  1.483**  1.530* 1.571*%  1.493** 0.339
(0.670  (0.662)  (0.687) (0.707)  (0.662) (0.642)
IN(EMP) -5.507*  -5.491** -5 547** -5.606**  -5.408** -1.373
(2.476) (2.476)  (2.536) (2.603)  (2.434) (3.371)
In(EMPY 0.580**  0.577**  0.574** 0.563**  0.556** 0.165
(0.259)  (0.259)  (0.270) (0.274)  (0.257) (0.321)
EU_PARTNER 6.432**
(2.765)
RoW_PARTNER -0.128
(1.971)
US_PARTNER 2.524
(1.599)
# observations 1,533 1,533 1,533 1,53 1,533 756

Notes: *** (**, *) indicate a significance level af% (5%, 10%). Standard deviations in parenthesebaotstrapped (200
replications). Time dummies (industry dummies)janetly significant in the individual models in daceplication of the
Tobit models. All models contain a constant, indpgsaind year dummies (not presented).



Table 5b: Heteroscedasticity-robust Tobit resutténmovation successNOVEL)
Variables Model 7

SME*R&D°® 0.671%+*
(0.210)
(1-SME)*R&D¢ 0.194
(0.499)
SME*"" 0.479*
(0.289)
(1-SME)u'" 0.254
(1.641)
SMALL*R&D¢

MEDIUM*R&D*®

SMALL*""

MEDIUM*¢"

SME 6.720
(2.343)

SMALL 4.721
(3.921)

CO_INTERNAT 4,593+
(3.978)

CO_NATIONAL

IN(AGE) -8.324**
(3.744)

In(AGEY 1.437*
(0.638)

IN(EMP) -5.173**
(2.341)

In(EMPY 0.694*
(0.356)

# observations 1,533

Notes: See Table 5a.



7. DISCUSSION AND CONCLUSIONS

The present paper provides new insides with redpeitie evaluation of direct subsidies for
R&D and innovation. The aim of the analysis wastloa one hand to evaluate if specific
policy features currently in use in Flanders afeative in terms of input additionality, and,
on the other hand, whether the effect triggeredh@ge policies also translates into higher
output additionality.

With respect to input, we can, in line with thefdture, reject the null hypothesis of total
crowding-out effects. We find that subsidies acede R&D spending in the private sector.
When analyzing the impact of the specific policattees on the treatment effect, we find
evidence for the efficacy of the policy currentty use. Indeed, we find that SMEs have a
larger treatment effect than larger-sized firms. ivigher conclude from our results that in
terms of collaboration, the effect is mainly driviey international collaboration rather than
by national collaboration. Finally, we find thattemationally collaborating SMEs have a
larger treatment effect than internationally cotledding larger firms or non-internationally
collaborating SMEs.

From the implementation of the results from theatment effects analysis into a series
of innovation output models, where R&D was disegtad into purely privately financed
R&D (i.e. R&D expenditures that the firm would haspent in any case) on the one hand,
and publicly induced R&D expenditure on the othandh additional insights were won. We
find that both, privately financed as well as palylinduced R&D has a significant positive
effect on firms’ innovativeness measured by thieére of sales from market novelties. While
a positive effect of R&D input on output was exmettor the part of privately financed R&D
investment, it was less clear whether the subsidyéed R&D spending would trigger
innovation performance. However, the results shwat the policy-induced R&D investment
likewise has a significant positive effect on inativeness. Leading to more market
novelties, those projects were presumably of madical and basic nature (hence more
risky), and hence would presumably not have beesuedl in absence of the policy scheme.

Further, we find that the policy-triggered effeat anarket novelties is highest for
internationally collaborating firms. With respeot firm size, we find that both, privately as
well as publicly induced R&D have an impact on satemarket novelties for SMEs. This is
not necessarily surprising. Smaller and youngendioften undertake more basic and radical

innovation, which would be the kind of researchuliasg into market novelties.
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While this paper provides new insides to the eftédR&D policies on firms’ innovative
behavior, it has some caveats that ought to beeaddd by future research. First, it would be
advantageous to have longer time lags betweenettept of a subsidy and market novelty
sales. Second, given that governments also aitinatlating employment with their current
policies, evaluating whether and to which extesthigher innovation performance translates
into employment growth could constitute an intérgstextension to this study. Third, it
would be interesting to see if and how the resutisld be affected if partner type and mode
of collaboration was taken into account (i.e. \e&itivs. horizontal or diagonal collaborations)
on top of partner location. Finally, our resulte &ased on data for the region of Flanders. It
would thus be of particular interest for policy mek to know whether these findings are
specific to Flanders, a small open economy, or hdresome of these seemingly efficient

policy features might also be effective in largegions or countries.
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APPENDIXES

Appendix 1. Supplement tables

Table Al: The matching protocol

Step 1
Step 2

Step 3
Step 4

Step 5

Step 6
Step 7

Step 8

Specify and estimate a probit model to oliteé propensity scoi%( X) .

Restrict the sample to common support: @elébbservations on treated firms with probaiefit
larger than the maximum and smaller than the minintuthe potential control group. This step is
also performed for other covariates that are pbssided in addition to the propensity score as
matching arguments. In our case, industry clasgifia and year for instance. This variant is called
hybrid matching (see Lechner, 1998).

Choose one observation from the subsampteaiéd firms and delete it from that pool.
Calculate the Mahalanobis distance betwssriitm and all non-subsidized firms in order itadf the

most similar control observatioMD; = (Zj -Z ) Q'l(; - Z)

where Q is the empirical covariance matrix of the matchémguments based on the sample of
potential controls.

We use caliper matching, first introduced by Cooraad Rubin (1973). Caliper matching aims at
reducing the bias by avoiding to match treateddimith control firms above a certain “distanceg, i.
those firms for which the value of the matchingusngnt Zj is far from Zi. It does so by imposing a
predefined threshold More precisely, ||Zj — Zi|| «for a match to be chosen (see also Todd and
Smith, 2005). After calculating the distance, olsadons above this threshold are deleted from the
potential control group. Similarly, since we reguihat for being a neighbor of treated firnthe
potential control observation has to belong tosémme industry classification and year, firms
belonging to other industries or years are delétad the potential control group.

Select the observation with the minimumeadisé from the remaining control group. (Do not reeno
the selected controls from the pool of potentiaitoals, so that it can be used again.) If the aintr
group is empty after applying the caliper threshtie treated firm is dropped from the sample and i
not taken into account in the evaluation.

Repeat steps 3 to 5 for all observatiorsubsidized firms.

Using the matched comparison group, theageesffect on the treated can thus be calculatédueas
mean difference of the matched samples:

1 —
arr = ﬁ(ZYiT—ZYLC>
i i

with YLC being the counterfactual fomndn' is the sample size (of treated firms).

As we perform sampling with replacementtorate the counterfactual situation, an ordintary
statistic on mean differences is biased, becawutzes not take the appearance of repeated
observations into account. Therefore, we have taecbthe standard errors in order to draw
conclusions on statistical inference. We follow lhweer (2001) and calculate his estimator for an
asymptotic approximation of the standard errors.
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Table A.2: Industry classification and distribution

CO_INTER co_

Industry Description Freg. in% ©° NAT NATIONAL  SUBS
1 Food, beverages and tobacco 161 8.16 0.45 0.30 0.36 0.11
2 Textiles, clothing and leather 87 4.41 0.56 0.47 0.51 0.21
3 Chemicals (incl. pharma), rubk/ )

plastics 19¢ 10.0¢ 0.6% 0.5: 0.5t 0.21
4 Metal 170 8.62 0.49 0.34 0.43 0.21
5 Machinery and vehicles 218 11.05 0.51 0.42 0.43 0.22
6 _Electronics, communication ai

instruments 140 7.10 0.59 0.42 0.53 0.31
7 Other manufacturing industries 410 20.78 0.39 0.21 0.31 0.06
8  Trade 25¢ 13.1¢ 0.3¢ 0.2: 0.2¢ 0.04
9 ICT services 177 8.97 0.47 0.31 0.40 0.14
10 Other business services 152 7.70 0.44 0.26 0.39 0.24

1,973 100.00
Table A.3: Size distribution

Size classes Fregg in% ©© NATIONAL  NATIONAL WT-subsidy
1 < 20 empl. 42 213 035 0.26 0.48 0.19

2 >20 empl. & < 50 empl. 137 6.94 040 0.20 0.28 0.16

3 > 50 empl. & < 100 empl 872 442 041 0.21 0.31 0.11

4 >100 empl. & <250 empl. 595 30.16 0.61 0.35 0.40 0.14

5 > 250 empl. 327 16.57 0.75 0.64 0.66 0.29
Total 1,973 100.00

Table A.4: Descriptive statistics (1,973 obs.)

Variable Unit Mean Std. Min M ax
(6{0) dummy 0.483 0.500 0 1
CO_NATONLY dummy 0.147 0.354 0 1
CO_INTERNAT dummy 0.336 0.472 0 1
thereof

EU_PARTNER dummy 0.932 0.352 0 1
RowW_PARTNER dummy 0.213 0.410 0 1
US_PARTNER dummy 0.366 0.482 0 1
EU_HEADQUARTE dummy 0.191 0.393 0 1
RowW_HEADQUARTE dummy 0.028 0.165 0 1
US_HEADQUARTER dummy 0.068 0.253 0 1
BE_HEADQUARTE dummy 0.753 0.413 0 1
NOVEL" percentage 9.771 16.714 0 100

Note: Available for 1,533 obs. only.
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Appendix 2: Accounting for potential selection on unobservables

In order to test the robustness of our matchingnesion, we complement the matching
estimation by accounting for potential selectioruowbservables using an IV regression.

In line with previous research on treatment effetslysis in a similar setting (see
Czarnitzki and Lopes-Bento 2012), we use lags @f skbsidy receipt as instrumental
variables. Although one might be concerned aboutlseorrelation when using lagged
subsidies, rendering them not truly exogenous ¢system of equations, our instruments
fulfil the statistical requirements for instrumenteariables. We use “the number of
subsidized projects that ended in period t2PROJECT})along with their average size
(equaling the “total amount of the subsidy in tHSUR” divided by the number of subsidized
projects,AV_AMOUNT. Both instruments are relevant in the first stagethe receipt of a
subsidy, and also pass the over-identification(tdahsen J-test) in the second stage. We thus
conclude that they are valid to test for the robess of our results if we abandon the
conditional independence assumption. First, wemedé a two-stage least squares model.
Second, we take into account that R&D-intensitg isensored as not all firms in our sample
do conduct R&D in every period (or never). Therefowe conduct an IV Tobit to take the
censoring into account. Note that we estimate arbstedasticity-robust IV Tobit model due
to evidence for violation of the homoscedasticissuamption (see Table A.5). Hence, we
included size class dummies based on the numbemployees and industry dummies to
model group-wise multiplicative heteroscedasticMye implement the IV estimation as a
Full Information Maximum Likelihood estimator thastimates the two equations (main
equation on R&D-intensity and the equation on thbsgly receipt) simultaneously (see
Wooldridge, 2002, pp. 530-533 for details on theldbit model). Moreover, our estimations
take into account a possible correlation of ereomts within repeated observation of the same
firms by computing clustered standard errors at fima level. The results of the IV

regression are presented in Table A.5.
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Table A.5: Instrumental variable regressionsR&D (1,973 obs.)

1¢t stage 2nd stage
OLSon IV Tobit on
Vari 'WT_dummy RDINT RDINT
ariable
AV_AMOUNT (IV_1) <0.0071***
(0.000)
#PROJECTS (IV_2) 0.094+*
(0.036)
SUBS 14.291%** 7.053***
(3.312) (2.558)
INTCOOP_industry 0.086%** 1.318 0.392
(0.032) (0.908) (0.652)
PS/EMP*1000 2.878*** 33.743 50.223
(0.550) (22.366) (18.037)
In(AGE) -0.011 -0.073 -0.285
(0.010) (0.235) (0.191)
In(EMP) -0.058** 0.613 3.498
(0.028) (0.853) (0.725)
In(EMP)2 0.010%** -0.151 -0.297
(0.003) (0.100) (0.069)
GROUP 0.024 0.756 0.255
(0.020) (0.620) (0.419)
In(LABPRO) 0.002 -1.330%** -1.122%**
(0.010) (0.437) (0.262)
FOREIGN -0.078*** 2.163*** 0.261
(0.023) (0.820) (0.386)
EXPORT 0.051%*= 0.566 1.965*+*
(0.020) (0.607) (0.541)
R2 / Log-Likelihood 0.332 0.189 -4,709.168
F-Test of excl. instruments F(2, 1592) =12.33 - -
Hansen's J test statistic v*(1) p = 0.2445 - -
JO'(;“ sign. of time 7.50% 16.18"*  39.06%**
ummies
Joint sign. of ind. dummies 5.30*** 88.96*** 53.65***
Joint sign. of ind. dummies
and size classes in - - 237.85***
heteroscedasticity tel

Notes: Both models include an intercept, time aaistry dummies (not presented). Clustered
standard errors in parentheses. The heterosceatiatgitn includes the ten industry dummies and
five size class dummies based on firms’ employmigote that the test on heteroscedasticity in the
IV Tobit refers to heteroscedasticity in both estied equations, tHeDINTand theSUBS

equation, simultaneously. *** (**, *) indicate agiificance level of 1% (5%, 10%).



Appendix 3: Testing for potential endogeneity of international collaboration

We address the concern that international colldlmoramight be endogenous in the
regressions on sales share from market noveltyesirploying structural equation estimation
as introduced by Smith and Blundell (1986). For pepose of this robustness check, we
construct four instrumental variables (two for oa#l and two others for international
collaboration) that are correlated to the potelytiahdogenous variable, i.e. national and
international collaboration, but exogenous to markevelties NOVELD. For national
collaboration the first instrument is defined as #hare of nationally collaborating firms
based in the same 2-digit-zip code area as fifAIRM_NAT). The rationale behind this
instrument is that the higher the share of nati@edihborators in close proximity of firm
the higher the probability that a firm engages ithtis type of collaboration. The second is
defined as the share of nationally collaboratimghé active in the same industry as firm
(based on a 2-digit NACE code) and situated instmme Flemish sub-regiotNO_CONAT).
The more firms active in a technology directly tethto a firmi’s main activity and engaged
in national collaboration, the higher the probapilthat the given firm engages in a
collaborative agreement as well. The first instratndor international collaboration
(PC_COINT), is defined as the share of internationally dmkating firms belonging to the
same region (based on a 2-digit zip code) and dheesindustry (based on a 2-digit NACE
code). In other words, this instrument capturesitiernational collaboration propensity of
firms in the same region belonging to the samestigu The more firms within geographic
proximity and active in a technology directly reldtto a firmi’s main activity engage in
international collaboration, the higher the proligbithat the given firm engages in an
international collaborative agreement. Its saleseslfirom market novelties, however, should
be unaffected. The second instrumental variableirftarnational collaboratorsy EXPINT),
captures the number of years of experience a famih international collaboration. A firm
that collaborated internationally in the past isrenlikely to collaborate internationally in the
future. Given that international collaboration ison® cumbersome than national
collaboration, past experience might play a morpartant role for international rather than
for national collaboration. We also tested for tradidity of our instruments, that is, the
instruments are uncorrelated with the error termth&f market novelties equation. Note,
however, that there is no standard over-identificatest for Tobit models like there is for
linear models. Therefore, we can only perform a bgsignoring the left censoring of the

market novelties variable. We used a standard TiageSLeast Squares (2SLS) model and
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computed Hansen’s J test (the heteroscedastiditystoversion of the Sargan test). The
Hansen J statistic ig(1) = 1.179 (p = 0.555) for the instruments on avaai collaboration
andy?(1) = 0.776 (p = 0.378) for the IVs of internatibrallaboration. This indicates that our
IVs satisfy the exogeneity requirement. The resofitthis robustness check are displayed in
Table A6%° The first stage residual are insignificant in thecond stage rejecting an

endogeneity of both collaboration variables.

20 Note that as an additional robustness check, wdeimmgnted an IV estimation as a Full Information
Maximum Likelihood estimator with bootstrapped stard errors, where two equations are estimated
simultaneously (see Wooldridge 2002: 530-533). fdwlings remained unchanged.
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Table A.6: Instrumental variable regressionsN@VEL (1,533 obs.)

First stage: Probit First stage: Second stage: Tobit on

Variable O NATONAL CO_FI):\IO'I?IIEtRONnATI ergﬁalvgzgnlﬁdiﬁ?e
- ONAL Smith endogeneity test)
FIRM_NAT(IV_1) 4.223%+*
0.384
IND_CONAT(IV_2) 3.780%**
0.417
PC_COINT(IV_3) 2.530%x*
0.504
YEXPINT(IV_4) 3.201%x*
0.254
In(AGE) -0.430* 0.225 -6.167*
0.249 0.353 2.744
IN(AGE)2 0.076* -0.033 1.037*
0.040 0.054 0.422
In(EMP) 0.014 -0.189 -3.968+#+
0.140 0.158 1.709
IN(EMP)2 -0.012 0.015 0.398+x
0.015 0.018 0.178
RDINT -0.010 -0.002 0.47 Lxxx
0.006 0.005 0.125
CO_INTERNATIONAL 5.482+x%
1.580
CO_NATIONAL 0.779
3.824
1% stageresid. NATIONAL 0.446
1.734
1% stageresid. INTERNAT -0.782
1.101

Notes: All stages include an intercept, time ardusiry dummies (not presented). Robust and clustere
standard errors in parentheses. *** (**, *) indiead significance level of 1% (5, 10%).
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